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Abstract—Smart contracts are decentralized applications built
atop blockchains like Ethereum. Recent research has shown that
large language models (LLMs) have potential in auditing smart
contracts, but the state-of-the-art indicates that even GPT-4 can
achieve only 30% precision (when both decision and justification
are correct). This is likely because off-the-shelf LLMs were
primarily pre-trained on a general text/code corpus and not fine-
tuned on the specific domain of Solidity smart contract auditing.

In this paper, we propose iAudit, a general framework
that combines fine-tuning and LLM-based agents for intuitive
smart contract auditing with justifications. Specifically, iAudit
is inspired by the observation that expert human auditors first
perceive what could be wrong and then perform a detailed
analysis of the code to identify the cause. As such, iAudit
employs a two-stage fine-tuning approach: it first tunes a Detector
model to make decisions and then tunes a Reasoner model to
generate causes of vulnerabilities. However, fine-tuning alone
faces challenges in accurately identifying the optimal cause of
a vulnerability. Therefore, we introduce two LLM-based agents,
the Ranker and Critic, to iteratively select and debate the
most suitable cause of vulnerability based on the output of the
fine-tuned Reasoner model. To evaluate iAudit, we collected a
balanced dataset with 1,734 positive and 1,810 negative samples to
fine-tune iAudit. We then compared it with traditional fine-tuned
models (CodeBERT, GraphCodeBERT, CodeT5, and UnixCoder)
as well as prompt learning-based LLMs (GPT4, GPT-3.5, and
CodeLlama-13b/34b). On a dataset of 263 real smart contract
vulnerabilities, iAudit achieves an F1 score of 91.21% and an
accuracy of 91.11%. The causes generated by iAudit achieved a
consistency of about 38% compared to the ground truth causes.

“One of the big skills in bug bounties that’s really
difficult to teach is intuition. Everything I do I am
following my intuition. It’s what looks interesting and
what doesn’t look right.”

— Katie Paxton-Fear
One of the million-dollar-earning hackers [1].

I. INTRODUCTION

Smart contracts have emerged as a key application based
on blockchain technology since the advent of Ethereum.
Due to their openness, transparency, and irreversibility, smart
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contracts have become the foundation of decentralized fi-
nancial applications (DeFi). However, since DeFi manages
a significant amount of digital assets, identifying and fixing
vulnerabilities in smart contracts is crucial. Currently, the
real vulnerabilities exploited by hackers in smart contracts
are mainly due to logical flaws [2], which render traditional
pattern-based program analysis [3]–[10] less effective. Accord-
ing to Defillama Hacks [11], vulnerability attacks have caused
losses of around $7.69 billion as of March 2024. Hence, there
is an urgent need for innovative methods to combat these
emerging threats.

Recent research [12]–[15] has shown that large language
models (LLMs) have potential in auditing smart contracts,
especially in demonstrating superior performance in detecting
logic vulnerabilities [2], [13]. However, a recent systematic
evaluation study [15] shows that even when equipping the
LLM-based vulnerability detection paradigm with a state-of-
the-art approach, namely enhancing GPT-4 with summarized
vulnerability knowledge in a Retrieval Augmented Generation
(RAG) [16] fashion, it still achieves only ∼30% precision
when both the decision (i.e., whether the subject code is
vulnerable) and justification (i.e., pinpointing the correct vul-
nerability type) are correct. This can be attributed to the fact
that off-the-shelf LLMs (e.g., GPT-4), which were primarily
pre-trained on a general text/code corpus, were not fine-tuned
for the specific domain of Solidity1 smart contract auditing.

Fine-tuning [17], [18] could be a promising approach to
embed Solidity-specific vulnerability data into the model it-
self, compared to RAG [19], and thus address the problem
mentioned above. In particular, by fine-tuning an LLM with
vulnerable and non-vulnerable code, it could effectively per-
ceive whether a new piece of code is vulnerable or not.
According to insights from a million-dollar-earning hacker
mentioned in the prologue, such intuition is quite important
for vulnerability auditing. As such, instead of fine-tuning a
single model to generate both vulnerability decisions (i.e.,
Yes or No) and the causes of vulnerabilities (i.e., the type
or reason) simultaneously, we propose a novel two-stage fine-
tuning approach. This approach first tunes a Detector model

1Solidity is a mainstream language for smart contract development.



to make decisions only, and then tunes a Reasoner model to
generate the causes of vulnerabilities. In this way, the fine-
tuned LLMs could mimic human hackers by first making
intuitive judgments and then performing follow-up analysis
of the code to identify the reasons for vulnerabilities.

We implement this “perception-then-analysis” fune-tuning
into a general framework called iAudit2 for intuitive smart
contract auditing. In this implementation, iAudit allows De-
tector to make multiple intuitive judgments, each representing
one perception. To achieve this, iAudit generates multiple
variant prompts for the same vulnerability label to tune
Detector and similarly employs multiple variant prompts for
the same vulnerability reason to tune Reasoner. While it is
possible to determine the optimal decision based on majority
voting, fine-tuning alone cannot identify the optimal cause
for a vulnerability during the inference phase. To address
this new problem, we introduce the concept of LLM-based
agents to the paradigm of fine-tuning in iAudit. Specifically,
we introduce two dedicated LLM-based agents, the Ranker
and Critic agents, to iteratively select and debate the most
appropriate cause of vulnerability based on the output of the
fine-tuned Reasoner model.

To obtain high-quality data for training and testing iAudit,
we propose leveraging reputable auditing reports to collect
positive samples and employing our own data enhancement
method to derive negative samples. Eventually, we collected
a balanced dataset consisting of 1,734 positive samples,
i.e., vulnerable functions with reasons from 263 smart con-
tract auditing reports, and 1,810 negative samples, i.e., non-
vulnerable benign code. We then compared iAudit with tradi-
tional full-model fine-tuning methods, including CodeBERT,
GraphCodeBERT, CodeT5, and UnixCoder, as well as with
prompt learning-based LLMs, such as GPT-4/GPT-3.5 and
CodeLlama-13b/34b. Our experimental results show that iAu-
dit achieved an F1 score of 91.21%, significantly outperform-
ing prompt learning-based LLMs (which are in the range
of 60%+) and also notably beating other fine-tuned models
(which are in the range of 80%+) that used the same training
data as ours. Furthermore, in terms of alignment with ground-
truth explanations, iAudit’s output is clearly superior to that
of other models, reaching a consistency rate of 37.99%. In
contrast, the second-ranked GPT-4 achieves only 24%.

Besides the evaluation results, we also conducted three
ablation studies to further justify iAudit’s two-stage fine-tuning
and majority voting strategies, as well as to measure the
impact of additional call graph information on the model’s
performance. We summarize the key findings as follows:

• iAudit’s two-stage approach achieved better detection
performance than the integration model, which outputs
labels and reasons simultaneously. We also experimen-
tally confirmed that the model struggles to focus on the
labels when required to output both types of information.

2iAudit is deployed as an auditing module of MetaTrust Labs’ TrustLLM;
see https://huggingface.co/MetaTrustSig.

• Majority voting enhances the detection performance and
stability. Using multiple prompts also allows the model
to perform better than when using a single prompt.

• Call graph information may enable the model to make
better judgments in some cases, but we also observed situ-
ations where this additional information could potentially
confuse the model, thereby reducing its performance.

Roadmap. The rest of this paper is organized as follows.
We first introduce the relevant background in Sec. II, followed
by the design of iAudit in Sec. III. We then present our
experimental setup and the results in Sec. IV. After that, we
discuss related work and the limitations in Sec. V and Sec. VI,
respectively. Finally, Sec. VIII concludes this paper.

Availability. To facilitate future research and comparison,
we have made the inference code and dataset available at [20].

II. BACKGROUND

A. Pre-trained Models and Large Language Models

Pre-trained models are models that have been initially
trained on large datasets. These models can be quickly adapted
to various specific tasks with minimal adjustments, avoiding
the complex training process from scratch. Currently, most
pre-trained models adopt an architecture based on trans-
formers [21]. The innovation of this approach is that pre-
trained models leverage large data and well-designed tasks
for effective feature learning, which has been proven effective
in multiple fields, such as text processing, image recognition,
and software engineering. The standard transformer structure
consists of one encoder and one decoder, which are struc-
turally similar but function differently. Pre-trained models can
be classified into encoder-based, decoder-based, or encoder-
decoder combined types depending on the transformer struc-
ture used. For example, encoder-based models are represented
by BERT [22] and CodeBERT [23], decoder models by
the GPT series [24], [25], and encoder-decoder models by
BART [26], T5 [27], and CodeT5 [28]. Compared with general
pre-trained models, Large Language Models (LLMs) [29], [30]
differ significantly in their used larger data and model scales.
These models are trained by learning world-wide knowledge
bases, typically reaching billions in scale. As the model size,
data volume, and computational capacity increase, perfor-
mance also improves, as revealed by the Scaling Laws [31].
Closed-source LLMs like GPT-3.5, GPT-4, and Gemini [32]
offer their services externally through APIs, while open-source
models like Llama2 [33] can achieve performance comparable
or better to closed-source models after fine-tuning.

B. Parameter-Efficient Fine-Tuning

LLMs have extremely large parameters. Fully fine-tuning a
large language model requires significant hardware resources
and is very costly. Therefore, lightweight parameter fine-
tuning [34], [35] is currently the main method of using LLMs
compared to fully fine-tuning them. Although LLMs can
be used without task-specific fine-tuning through in-context
learning [36], this usually requires carefully prepared prompts.
Furthermore, research has found that partial fine-tuning of

https://huggingface.co/MetaTrustSig


LLMs with smaller parameters can achieve or even surpass the
effects of huge models [37], [38]. These fine-tuning methods
differ from full-model fine-tuning by focusing only on fine-
tuning additional parameters while keeping the large model
weights fixed, known collectively as parameter-efficient fine-
tuning [34], [35]. They can be generally categorized into
four types: Adapter [37], Low-Rank Adaptation (LoRA) [39],
prefix tuning [40], and prompt tuning [41].

Adapter [37] adds a lightweight additional module to each
layer of the model to capture information specific to down-
stream tasks. During optimization, only the parameters of
the additional module are optimized. Since the number of
parameters in the Adapter is much smaller than that of the
model itself, it significantly reduces the overall parameter
count and computational complexity of the model.

Low-Rank Adaptation (LoRA) [39] is a parameter-efficient
adaptation method for LLMs, which adjusts LLMs for down-
stream tasks at a lower parameter cost. The core idea of LoRA
is to introduce additional, low-rank adaptation parameters into
the self-attention mechanism, effectively adjusting the model
to suit new tasks with minimal addition of extra parameters.

Prefix tuning [40] adds a “prefix” sequence to each layer of
the model, serving as additional context input. This method
allows the model to adapt to specific tasks while retaining
most of the knowledge acquired during pre-training. Unlike
prefix tuning, prompt tuning [41] adds prompt tokens to the
input, which can be placed at any position.

To sum up, using adapters can increase inference la-
tency [39], [42]. Prefix or prompt tuning is subject to structural
constraints that inhibit the learning of new attention pat-
terns [43]. LoRA is an efficient method with low cost and can
have a performance close to the full fine-tuning approach [39].

C. Smart Contracts and Their Vulnerabilities

Smart contracts are essential for realizing decentralized
finance [44] as an application layer of blockchain technology.
According to data from DeFiLlama [45], as of March 2024,
the total value locked in the top three blockchain platforms
(Ethereum, Tron, and BSC) has reached $73 billions. Given
the close relationship between smart contracts and economic
interests, their security has attracted widespread attention.
Vulnerabilities in smart contracts can lead to significant losses,
such reentrancy attacks and access-control attacks [46].

In the real world, hackers employ even more complex
tactics. Currently, to address vulnerabilities in smart contracts,
various static and dynamic detection tools [3]–[10] are used
to test contract security. Unfortunately, some complex vulner-
abilities are hard to be found by these detection tools. For
example, in a sandwich attack [47], attackers monitor other
pending transactions and execute their transactions first upon
spotting a high-value yet uncompleted transaction. Due to this
preemptive action, the attack transaction will be executed at
a higher price, allowing the attacker to immediately sell the
acquired excess profit for profit. Many well-funded project
teams also invite third parties to audit their smart contracts
before public release to ensure their safety.

III. DESIGN OF IAUDIT

As motivated in Sec. I, iAudit employs a novel two-stage
fine-tuning approach and combines it with LLM-based agents
for intuitive smart contract auditing with justifications. As
shown in Fig. 1, iAudit has the following four roles:

• Detector is the key component for achieving intuitive
smart contract auditing. By fine-tuning an LLM with
vulnerable and non-vulnerable code, Detector can discern
whether a piece of code is vulnerable, much like how a
human hacker perceives a potential vulnerability.

• Reasoner takes the initial vulnerability perception from
Detector to further analyze the potential causes of the
vulnerability based on Detector’s decision. By connecting
Detector’s output with Reasoner’s reasoning during both
training and inference, iAudit achieves two-stage fine-
tuning.

• To identify the optimal cause of a vulnerability during
the inference phase, we further introduce the concept of
LLM-based agents into the fine-tuning paradigm in iAu-
dit. Specifically, Ranker evaluates the reasons for each
potential vulnerability, selecting a top explanation, while
Critic further assesses Ranker’s output to debate and
determine the most appropriate cause of the vulnerability.

Challenges. While iAudit’s four roles in Fig. 1 are intuitive,
training and coordinating them well for effective smart con-
tract auditing with reasonable justifications is difficult. More
specifically, we encountered the following four challenges
during the design and implementation of iAudit:

C1: How to collect and derive high-quality training data?
For a fine-tuned model like iAudit, obtaining high-
quality training data is always crucial. We propose
leveraging reputable auditing reports to collect posi-
tive samples and employing our own data enhance-
ment method to derive negative samples. Since this
part is independent of iAudit’s design, we defer its
presentation to the end of this section in Sec. III-D.

C2: How to make effective vulnerability judgements?
While fine-tuning a model with vulnerable and non-
vulnerable code is straightforward, tuning it to be
effective with limited data presents a challenge. We
make an effort towards addressing this problem in
Sec. III-A by opting to use multiple prompts for fine-
tuning rather than a single prompt. The advantages
of this approach are twofold: (i) it enriches the
training dataset by increasing the volume of data,
and (ii) it diminishes the bias associated with a
single prompt, thereby enhancing the reliability of
the results [48]. Optimal vulnerability perception
could thus be achieved through majority voting.

C3: How to effectively connect Detector’s vulnerabil-
ity sensing with Reasoner’s vulnerability reason-
ing? The fine-tuning of iAudit is unique because it
employs a two-stage fine-tuning approach with the
Detector and Reasoner models. Therefore, how to
effectively connect these two models becomes a new



Detector Reasoner Ranker Critic

Role:  Smell if 
the code is 
vulnerable.

Role: Find the 
candidate reasons 

that support the 
detection.

Role: Considering the 
constraints, choose the 

best one.

Role: Comment the output 
of the ranker, and give the 

next action (agree, 
reranking and merging)

Agree

LoRA Fine tuning

Answer:
I think the reason 1 is the best because ….. I give it 
score 9/10. 

Answer:
Based on the feedback, the reason 3 is the most 
relevant because …… I give it score 10/10.

Feedback:
I do not agree because ….. Please re-rank.

Feedback:
I agree with your answer because …….

Add the feedback and 
the previous answer to 
the promptmajority 

voting
inference path

code

input

multiple 
prompt

1. The issue with the `redeemParams` 
           function  is that it does not return any…
       ……
     10. The issue with the `redeemParams` 
            function    in the `JBXBuybackDelegate` is ...

Voter 1:  1
Voter 2: 0
…
Voter 5: 1

Fig. 1: An overview of iAudit, featuring its four roles: Detector, Reasoner, Ranker, and Critic.

issue not encountered in traditional fine-tuning. We
present this aspect of iAudit’s design in Sec. III-B.

C4: How to obtain the optimal vulnerability cause from
Reasoner’s output? Since Reasoner also employs
multi-prompt fine-tuning, it is necessary to identify
the optimal cause of vulnerability among the multiple
causes output by Reasoner. We introduce two LLM-
based agents, namely the Ranker and Critic compo-
nents, in Sec. III-C, to iteratively select and debate
the most appropriate cause of vulnerability.

An Example of Workflow. To wrap up, Fig. 1 also
illustrates an example of iAudit’s workflow. Initially, Detector
perceives code vulnerabilities using five different inference
paths (prompts). The perceived results are then subjected to
majority voting to determine a consensus label. Based on
the voting result, Reasoner interprets this outcome according
to different inference paths, resulting in ten answers (each
considering the context of the code location or not). Next,
Ranker selects Reason 1 with a confidence score 9/10 and
explains this choice. Critic challenges this choice and advises
Ranker to re-evaluate. Taking Critic’s feedback into account,
Ranker re-ranks the ten reasons and selects Reason 3 with
a confidence score of 10/10. Critic reviews Ranker’s choice
again and agrees with this decision. The loop is completed,
and the final reason is returned to the user.

A. Using Multi-prompt Tuning and Majority Voting for Effec-
tive Vulnerability Judgements in the Detector

Detector is a fine-tuned expert model responsible for assess-
ing whether code poses any risk. It mimics human intuitive
judgment upon seeing a piece of code, assessing whether
there are any issues. We employed LoRA [39] to fine-tune
CodeLlama-13b [49] in the instruction manner [50] based on
a high quality of dataset. During training, for the same input
code, we wrap it with multiple prompts. These prompts, with
different instruction formats, represent the different inference

Detector’s Prompt Template

Below is an instruction that describes a classifi-
cation task. [Task Description]
### Instruction:
[Task Instruction]
### Input:
[Input Description]:
“‘Solidiy
{code}
”’
### Response:

The label is {Label Name}.

Fig. 2: The Prompt Template Used by Detector.

paths, as illustrated in Fig. 1. In the inference phase of
Detector, based on the output results of each prompt, we adopt
a majority voting approach to determine the input label and use
the voting ratio as the confidence score. Based on Detector’s
majority voting result, Reasoner in Sec. III-B then generates
different reasons according to different inference paths.

It is worth noting that for the choice of the base model, we
randomly selected 16 real logical vulnerabilities to evaluate
three popular open-source models: StarCoder, Llama2, and
CodeLlama. Upon manual review, we found that StarCoder
sometimes refused to respond, and Llama2 provided one
contradictory response with two labels. In contrast, CodeL-
lama offered a more stable response, which led us to choose
CodeLlama as the foundational model for further fine-tuning.

The prompt template used by Detector is demonstrated in
Fig. 2. Above the dashed line is the input x for our model.
“{code}” is the placeholder for the input code. Below the
dashed line, “The label is {Label Name}” is our target training
output y, with “{Label Name}” being the label placeholder,
which can be either “safe” and “vulnerable.” The left ta-



ble (Detector’s Multiple Prompts) in Fig. 4 details the [Task
Description], [Task Instruction], and [Input Description], listed
as notations a, b, and c, respectively. We fine-tune CodeLlama-
13b using LoRA in a generative manner, as shown in Eq. 1,

L(θ) = −
T∑

t=1

logPθ(yt|x, y<t) (1)

where θ represents the LoRA trainable parameters, T is the
output sequence length, and Pθ(yt|x, y<t) is the probability
of the model with parameters θ generating a token yt given
the context x and all previous tokens y<t. In this generative
approach, the output at the time step t is conditioned only on
the previous time steps (< t).

After fine-tuning, during inference, the proposed input
follows the training format, and we need to extract labels
from the output via keyword matching, using “safe” and
“vulnerable.” Since we employ multiple prompts, we obtain
multiple label predictions and use majority voting to decide
the final predicted label. In majority voting, each inference
path casts a vote for one of the available labels, “safe” or
“vulnerable,” denoted as l0 and l1, respectively. The label
that receives more than half of the total votes is declared
the winner. Let L = {l0, l1} represent the set of labels, and
V = {v1, v2, . . . , vm} represent the set of the prompt voter.
Each prompt voter vi casts a vote for one label. The winning
label li is the one of l0 and l1 for which the following condition
holds: |{v ∈ V : vote(v) = li}| > m

2 . This condition asserts
that the winning label ow must receive more than half of the
total votes m. We also use the voting ratio of the winning
label as the confidence score for the final decision.

B. Connecting Detector for Reasoner’s Tuning & Inference

Reasoner is an expert model responsible for reasoning about
and explaining code vulnerabilities. It interprets the majority
voting result of the Detector, generating multiple alternative
explanations. During the Reasoner’s LoRA fine-tuning pro-
cess, our inputs include the code, its context, corresponding
labels, and we construct zero-shot chain-of-thought (CoT) [51]
prompts with different command formats for training. In the
inference phase, Reasoner outputs multiple explanations based
on the majority-voted label from Detector. We constructed
two types of prompts: the first type includes the label, code
information, and its function call relationships; the second
type includes only the label and code information. In Sec.
IV, we will investigate the impact of including function call
relationships or not. For each type, we designed five different
instruction formats for the prompts, totaling ten inference
paths, as illustrated in Fig. 1.

The prompt template used by the Reasoner is shown
in Fig. 3. “code”, “caller info”, “callee info”, and “Target
Reason” are placeholders for the input code, caller context,
callee context, and the target output, respectively. The right
table (Reasoner’s Multiple Prompts) in Fig. 4 details the first
prompt type with calling context, including [Task Descrip-
tion] denoted as a, [Task Instruction] denoted as b, [Input

Reasoner’s Prompt Template

Below is an instruction that describes a reason-
ing task.
[Task Description]
### Instruction: [Task Instruction]
### Input:
[Input Description]:
“‘Solidiy
{code}
“‘
### As a Caller: (Optional)
[Caller Description] “‘
{caller info}
“‘
### As a Callee: (Optional)
[Callee Description]
“‘
{callee info}
“‘
### Response:
[Label Information + Zero-shot-CoT Tip]

{Target Reason}

Fig. 3: The Prompt Template Used by Reasoner.

Description] denoted as c, [Caller Description] and [Callee
Description] denoted as d, and [Label Information + Zero-
shot-CoT Tip] denoted as e. For the second prompt type, the
calling context is omitted. Reasoner employed the same fine-
tuning method as Detector, as shown by Eq. 1. During infer-
ence, the proposed input prompt follows the training format,
and Reasoner generates ten answers to interpret Detector’s
assessment.

C. Ranking and Debating the Optimal Vulnerability Cause

Ranker and Critic are two LLM-based agents collaborating
to select the most appropriate cause of vulnerability from
multiple explanations returned by Reasoner for a given code
function. Ranker performs two actions: “rank” and “merge”.
“Rank” involves selecting the best explanation from the ones
provided, while “merge” involves integrating multiple selected
explanations. We define 10 constraints for Ranker to select
the top explanation. Critic evaluates Ranker’s answer in con-
junction with the code function, providing three next-step
action instructions: “agree”, “rerank”, and “merge”. “Agree”
means the current answer is reasonable and can be returned
to the user. “Rerank” indicates that Ranker needs to re-select,
considering Critic’s feedback and previous answers. “Merge”
suggests that the top reasons provided must be integrated.

More specifically, Ranker employs the following 10 con-
straints in the prompt as its selection criteria:

1) If one reason describes code that does not exist in the
provided input, it is not valid.

2) If one reason is not related to the code, the reason is not
valid.

3) If this reason violates the facts, the reason is unreason-
able.



a. Devise a label name suitable for categorizing items as 
either vulnerable or safe. 

b. Please review the code. Please find out if it is vulnerable. 
c. The function {fn_name} from the contract 

{contract_name}.

a. Suggest a label designation that clearly identifies an item’s 
status as either vulnerable or safe. 

b. Inspect the following Solidity code. Determine if there are 
any vulnerabilities present. 

c. Observe the method {fn_name} within the smart contract 
{contract_name}.

a. Invent a naming label that aptly segregates items into 
vulnerable or safe classifications. 

b. Examine this Solidity script. Identify any potential security 
risks. 

c. Review the function {fn_name} in the blockchain contract 
{contract_name}.

a. Formulate a label descriptor that bifurcates objects into 
categories of vulnerable and safe.

b.  Please assess the provided Solidity code for any security 
vulnerabilities. 

c. Check the procedure {fn_name} in the digital contract 
{contract_name}.

a. Propose a label nomenclature that aptly differentiates 
between vulnerable and safe states. 

b. Evaluate the given Solidity function. Are there any security 
flaws? 

c. Inspect the subroutine {fn_name} from the decentralized 
contract {contract_name}.

a.  Examine the underlying factors and suggest a reason given the label name. 
b. Please review the code and its calling relationships as the caller and the callee. Given the label name, 

please find out the reason. 
c. The function {fn_name} from the contract {contract name}. 
d. {fn_name} calls these functions.  {fn_name} is called by these functions. 
e.  The input code is {label_name}. Please state the reason. Let‘s think step by step
a. Carefully assess the contributing factors and their interplay. Utilize the label name to form a coherent 

reasoning. 
b. Please analyze the code function and its dependencies, including both incoming and outgoing calls. 

Considering the label name, identify the underlying cause. 
c. The method {fn_name} in the smart contract {contract name}.
d.  Functions called by {fn_name}. Functions calling {fn_name}. 
e. Given that the code is labeled {label_name}, let’s determine the reason by breaking down the process.

a. Delve into the core aspects and their significance. Use the label name to draw an informed inference. 
b. Examine the code’s logic flow. Based on the label name, deduce the primary reason. 
c. The method {fn_name} in the smart contract {contract name}. 
d. d. External routines invoked by {fn_name}.  Routines that invoke {fn_name}. 
e.  With {label_name} as the code’s label, let’s systematically uncover the rationale.

a. Scrutinize the main factors and deduce a reason in light of the label name. 
b. Evaluate the code’s connections and its purpose within the system. Using the label name, infer the 
        main reason. 
a. Code segment {fn_name} from the blockchain contract {contract name}. 
b. Functions triggered by {fn_name}. Functions that trigger {fn_name}.
c. Considering {label_name} as the designated label, let’s sequentially analyze the reason.

a. Explore the root causes and provide a justification considering the assigned label name. 
b. Investigate the role and relationships of the code. Utilizing the label name, propose a probable reason. 
c. Procedure {fn_name} in the decentralized application {contract name}. Operations executed by 

{fn_name}. 
d.  Operations that execute {fn_name}. 
e. Recognizing {label_name} as the code’s label, let’s logically deduce the reason.

1

2

3

4

5

Detector's Multiple Prompts Reasoner's Multiple Prompts (for the type including function call relationships)

1

2

3

4

5

Fig. 4: Detailed Multiple Prompts for Detector and Reasoner.

4) If one reason is not related to the decision, the reason
is not valid.

5) If one reason assume any information that is not pro-
vided, the reason is not valid.

6) If the code is safe and one reason supports the decision,
please check if the code has other potential vulnerabil-
ities. If the code has other potential vulnerabilities, the
reason is not valid.

7) The selected reason should be the most relevant to the
decision.

8) The selected reason must be the most reasonable and
accurate one.

9) The selected reason must be factual, logical and con-
vincing.

10) Do not make any assumption out of the given code.
Both Ranker and Critic are LLMs agents implemented based

on the Mixtral 8x7B-Instruct [52] model, the capability of
which is close to that of larger LLMs [52]–[54]. Moreover,
we have observed that the Mixture of Experts (MoE) [52]
model can more effectively output data in the predetermined
format than other models, making it easier for us to handle
the output.

D. High-quality Training Data Collection and Enhancement

The quality of training data is crucial for fine-tuning LLMs.
To collect positive samples, namely risky vulnerability code,
we can employ auditing reports from reputable industry com-

panies, such as Trail of Bits, Code4rena, and Immunefi. Specif-
ically, we crawled and parsed 1,734 vulnerable functions with
reasons from 263 smart contract auditing reports, which were
assembled by a popular auditing website called Solodit [55].

However, to train our model, we also need non-vulnerable
benign code (i.e., negative samples), but this type of data
is missing in the audit reports. Therefore, we propose our
own data enhancement method to derive high-quality negative
samples. Specifically, we adopt the GPT-4-based approach
described in LLM4Vuln [15] to extract vulnerability knowl-
edge from vulnerability reports on Code4rena. This includes
the functionality descriptions of vulnerable functions and the
code-level reasons why the vulnerabilities occur. We then
cluster this raw vulnerability knowledge based on the function-
ality descriptions into groups using Affinity Propagation [56]
as described in [57] and use GPT-4 to summarize a func-
tionality description for each group. With the hierarchical
information of group functionality, individual functionality,
and vulnerability negligence, we employ the hierarchical GPT-
based matching (i.e., matching the group first, then matching
functionality and negligence) in GPTScan [13] to obtain the
label information for tested code. A function is labeled as a
negative sample if no vulnerability information matches. All
prompts used are from LLM4Vuln and GPTScan.

Eventually, we collected a balanced dataset with 1,734
positive samples and 1,810 negative samples. In this dataset,
vulnerable functions have a median of 49.5 lines of code and
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Fig. 5: Data Enhancement for Expanding Vulnerability Expla-
nations based on GPT-3.5.

a complexity of 18.5, while safe functions have a median of
35.5 lines of code and a complexity of 13.5. The complexity
distributions between the two types are somewhat similar but
with a slight difference, indicated by a Kullback-Leibler (KL)
divergence value of 0.1. This dataset was divided into training,
validation, and test subsets, containing 2,268, 567, and 709
entries, respectively. During training, we use the training and
validation sets. During testing, we use the test set.

After collecting the labeled and unlabeled data, we also
obtained corresponding explanations for the vulnerabilities.
However, the quality of these vulnerability justifications varies
considerably. Furthermore, some data contain external links,
which may cause the model to hallucinate and output non-
existent links. To improve the interpretability of the reasons
behind the vulnerabilities in the dataset, we used GPT-3.5 to
enhance the existing explanations, expanding on the expla-
nations of the vulnerabilities, proofs of concept (PoC), and
recommended fixes. Fig. 5 shows an example, where the left
part presents the original reasons for the vulnerability, which
are short and lack detail. We thus use them as prompts, along
with the code context, to instruct GPT-3.5 to generate more
detailed descriptions, including the PoC and the mitigation
recommendation.

Note that we chose GPT-3.5 mainly because it achieves a
good balance between cost and effectiveness—much cheaper
than GPT-4, yet comparable in quality for this specific task
during our manual comparison. We also added constraints to
our prompts during this process to ensure that the enhanced
explanations aligned with the actual vulnerabilities.

IV. EVALUATION

A. Experimental Setup

In our study, we carefully selected a series of benchmark
models, categorized into two groups: LLMs for zero-shot
learning and pre-trained code models based on fine-tuning,
to ensure a comprehensive and sound comparative analysis.
For zero-shot learning LLMs, we chose CodeLlama-13b-
Instruct, CodeLlama-34b-Instruct [49], GPT-3.5, and GPT-4
as benchmarks, representing the current state-of-the-art. Addi-

tionally, we selected CodeBERT [23], GraphCodeBERT [58],
CodeT5 [28], UnixCoder [59], and CodeLlama-13b [49] to
train classifiers. Among these, CodeBERT, GraphCodeBERT,
CodeT5, and UnixCoder underwent a complete model fine-
tuning process to adapt to the specific code classification task.
In particular, CodeLlama-13b employs LoRA for lightweight
tuning and uses the last token representation for classification.
Note that that our method is different; iAudit’s Detector
achieves classification by generating label names as task
outputs.

B. Research Questions (RQs)

Since our proposed method comprises two core functions:
vulnerability detection and reason explanation, we designed a
series of experiments to evaluate and demonstrate the perfor-
mance and effectiveness of both tasks. These experiments aim
to answer the following research questions (RQs):

a) RQ1 - Performance Comparison: How does the
performance of iAudit in detecting vulnerabilities compare
to other models? This question aims to understand how the
effectiveness of Detector in detecting vulnerabilities compares
to that of other existing models. The focus is on comparative
analysis, involving metrics accuracy, precision, recall, and F1
score, to evaluate and contrast the performance.

b) RQ2 - Explanation Alignment: To what extent do the
explanations generated by iAudit’s Reasoner align with the
real reasons? RQ2 concerns the quality of the explanations
the Reasoner provided for the decision of the Detector. It
questions whether the reasons given by iAudit correspond to
the actual reasons behind the vulnerabilities, emphasizing the
interpretability and trustworthiness of the model.

c) RQ3 - Two-stage Approach vs. An Integration Model:
How does iAudit compare with an integration model that
performs detection and reasoning simultaneously? Our
method is based on a generative model, with two models
trained on the generated labels and reasons, respectively.
Another approach uses a single model to generate both reasons
and labels. This question explores the effectiveness and impact
of integrating the Detector and Reasoner components into one.

d) RQ4 - Effectiveness of Majority Voting: Can majority
voting improve the effectiveness of the Detector? RQ4
investigates whether the effectiveness of the Detector can be
improved by adopting a majority voting mechanism. Majority
voting, a technique that makes the final decision based on
the majority output of multiple models, may improve the
robustness and accuracy of the method.

e) RQ5 - Impact of Additional Information: The call
graph illustrates the interaction of code with other components
within the project, which is expected to be advantageous for
our task. We address two specific research sub-questions:

• RQ5.1. Can the call graph enhance the Detector perfor-
mance?

• RQ5.2. In what way does the call graph influence our
explanation generation process, specifically within the
Reasoner-Ranker-Critic pipeline?



TABLE I: Performance comparison between iAudit’s Detector
and zero-shot LLMs.

F1 Recall Precision Accuracy
GPT-4 0.6809 1 0.5162 0.5162
GPT-3.5 0.6809 1 0.5162 0.5162
CodeLlama-13b 0.6767 0.9781 0.5173 0.5176
CodeLlama-34b 0.6725 0.9454 0.5219 0.5247
iAudit 0.9121 0.8934 0.9316 0.9111

TABLE II: Performance comparison between iAudit’s Detec-
tor and other fine-tuned models.

F1 Recall Precision Accuracy
CodeBERT 0.8221 0.7322 0.9371 0.8364
GraphCodeBERT 0.8841 0.8333 0.9414 0.8872
CodeT5 0.8481 0.7705 0.9431 0.8575
UnixCoder 0.8791 0.8443 0.9169 0.8801
CodeLlama-13b-class 0.8936 0.8716 0.9167 0.8928
iAudit 0.9121 0.8934 0.9316 0.9111

Besides the RQs above, we also used our model to audit
two bounty projects (currently anonymous) on Code4rena. We
invited audit experts to verify our findings. In the end, we
found 6 critical vulnerabilities, which were recognized by the
project team or audit experts. In particular, one vulnerability
was not discovered by any tools, marked as a great finding.
This demonstrates the real-world value of iAudit. Due to
page limitations, we have included these case studies in the
supplementary materials for interested readers.

C. RQ1 - Performance Comparison

Firstly, we compared iAudit with LLMs based on zero-
shot learning, as shown in Table I. Our method also uses a
zero-shot approach during the inference phase. We considered
two proprietary models (GPT-4 and GPT-3.5) and three open-
source models (CodeLlama-13b and CodeLlama-34b). For
the open-source models, we strictly adhered to their prompt
formats. Huggingface Transformer [60] has integrated these
prompt formats into its framework. The format conversion is
completed by calling apply_chat_template. CodeLlama
requires adding [INST] and [/INST] as well as special tags
«SYS» and «/SYS». As shown in Table I, after fine-tuning,
our proposed strategy significantly outperforms the baseline
models in the zero-shot scenario in terms of F1, accuracy,
and precision, achieving high scores of 0.9121, 0.8934, and
0.9111, respectively. However, when examining the recall, we
notice that, the baseline models all performed excellently.
Notably, GPT-4 and GPT-3.5 achieved a recall score of 1.
We checked the confusing matrix and found that all test data
are labelled by the vulnerability. For GPT-4 and GPT-3.5,
we adopted the prompts which are provided by our industrial
partner, MetaTrust Labs, a Web3 security company.

Secondly, we compared Detector with fine-tuned models
in detecting vulnerabilities, using F1, recall, precision, and
accuracy as evaluation metrics, as shown in Table II. We
compared our method with CodeBERT, GraphCodeBERT,
CodeT5, UnixCoder, and CodeLlama-13b-class. CodeBERT,

GraphCodeBERT, CodeT5, and UnixCoder underwent full
model fine-tuning. These traditional pre-trained models use
the first token of the input sequence as the feature input for
the classifier. CodeBERT is based on the transformer encoder.
GraphCodeBERT has the same architecture as CodeBERT
but includes additional pre-training on data dependency re-
lations. CodeT5 utilizes the transformer encoder and decoder,
adopting an architecture similar to T5 [27]. UnixCoder unifies
the encoder and decoder architecture, controlling the model
behaviour through a masked attention matrix with prefix
adapters. CodeLlama-13b-class performs classification based
on LoRA. We fine-tuned CodeLlama-13b-class for LoRA
classification using the PEFT framework. CodeLlama-13b-
class uses the representation of the last token of the input
sequence as the feature input for the classifier.

As shown in Table II, iAudit achieves the highest scores
of F1, Recall, and Accuracy among all methods, 0.9121,
0.8934 and 0.9111. CodeLlama-13b-class is second only to
our method regarding vulnerability detection rate, and the per-
formance is relatively close. GraphCodeBERT and UnixCoder
perform worse than CodeLlama-13b-class. Although CodeT5
achieves the highest precision at 0.9431, its other metrics are
lower than GraphCodeBERT and UnixCoder. CodeBERT has
the worst performance. Additionally, the accuracy scores of
these models are relatively high (all are more than 0.91),
indicating that many of the predicted risky vulnerabilities are
indeed risky.

Regarding precision, iAudit produce more false positives
than CodeT5, GraphCodeBERT, and CodeBERT. This is pri-
marily because iAudit uses a longer context length (16k)
compared to these models, whose 512-length context trunca-
tion causes the vulnerable and safe samples to align more
closely in length, thus affecting the apparent code complexity.
However, our dataset shows that vulnerable code is relatively
more complex than safe code. This leads iAudit to output 10
unique false positives with more complex code.

Answer for RQ1: The performance of iAudit’s Detector
exceeds that of traditional full-model fine-tuning, LoRA
fine-tuning in a classification manner, and LLMs based
on in-context learning. The performance of fine-tuned
models is also better than that of zero-shot learning.

D. RQ2 - Explanation Alignment

To measure the effectiveness of Reasoner in explaining
vulnerabilities, we compared the consistency between the ex-
planations we generated and the root causes. Given the LLM’s
outstanding performance in interpreting textual meaning, we
used GPT-4 to verify whether our generated explanations align
with the root causes. For this consistency assessment, we em-
ployed automated annotation prompts from Y. Sun et al. [15].
The results of our consistency test are depicted in Fig. 6, where
the y-axis represents the percentage of our explanations in the
test set that match the root causes. Our method significantly
outperformed the baseline methods, achieving a consistency
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Fig. 7: Comparing iAudit with the integration models that
make decisions and explain the vulnerabilities simultaneously.

rate of 37.99%, while no baseline method exceeded 25%.
Among these baselines, GPT-4 performed the second best with
24.13% consistency. Additionally, the results also indicated
that CodeLlama-13b had the weakest performance.

Answer for RQ2: The rationality of Reasoner’s output
is clearly superior to that of other models. On the test set,
its consistency with real reasons reaches 37.99%, which
is over 10% higher than the second-ranked GPT-4.

E. RQ3 - Two-stage Approach vs. An Integration Model

Our research methodology involves vulnerability detection
and explanation, executed in two stages. We trained two
models, i.e., Detector and Reasoner, based on a generative
approach to perform these tasks on their respective high-
quality datasets. A question arises whether these two tasks
can be merged and trained simultaneously in a single model.
In response, we developed an integration model that generates
labels and explanations for the vulnerabilities, comparing it to
our two-stage approach. The integration model uses prompts
similar to those of Reasoner, with additional requirements
to output the label. We explored two integration training
approaches: 1) generating labels first, then explaining the
reasons; 2) explaining the reasons first, then generating labels.

The results, as shown in Fig. 7, indicate that our step-wise
approach outperforms the integration models across four key
performance metrics. While the three methods are similar in
precision, the differences in other metrics are notable. Analyz-
ing these results, we found that the integration methods have

higher accuracy for negative samples but a lower detection
rate for positive samples (i.e., lower recall). This may be
attributed to the generative loss optimization, where the output
sequence is longer, making the label-related loss occupy a
smaller proportion of the total loss, thus preventing the model
from adequately focusing on the label. To test this hypothesis,
we added data that includes only label generation to the dataset
during the integration training process, guiding the model to
focus more on the label. In the evaluation phase, we still
required the model to output both labels and explanations
simultaneously. Through this mixed training approach, we ob-
served a significant improvement in the model’s vulnerability
detection performance, with an F1 score of 0.8433, a recall rate
of 0.8164, a precision of 0.8723, and an accuracy of 0.8434.

Answer for RQ3: iAudit achieved better detection
performance than the integration model that outputs
labels and reasons simultaneously. We confirmed that the
model struggles to focus on the labels when required to
output both types of information, as evidenced by our
inclusion of label-only data in the verification process.

TABLE III: Majority Voting vs. Single Prompt.

F1 Recall Precision Accuracy
Single-prompt 0.8278 0.8005 0.8567 0.8279
Prompt-1 0.8988 0.8852 0.9127 0.8970
Prompt-2 0.9027 0.8743 0.9329 0.9027
Prompt-3 0.9063 0.8852 0.9284 0.9055
Prompt-4 0.9098 0.8962 0.9239 0.9083
Prompt-5 0.9096 0.8934 0.9263 0.9083
iAudit 0.9121 0.8934 0.9316 0.9111

F. RQ4 - Effectiveness of Majority Voting

Our research explored a method using multiple prompts
and a voting mechanism for Detector to determine the final
label. This method aims to enhance the model’s precision and
credibility. During the evaluation process, we continued to use
metrics such as the F1 score, recall, precision, and accuracy.
We calculated these metrics for each prompt individually for
comparative analysis, as shown in Table III. It should be noted
that the first row Single-prompt indicates that we used only one
prompt format to train Detector. Prompt-1, Prompt-2, Prompt-
3, Prompt-4, and Prompt-5 represent the results for each
prompt after multiple-prompt training. The last row shows the
results after majority voting, indicating that majority voting
can improve the overall performance of iAudit, with both the
F1 score and accuracy being the highest. At the same time,
except for Single-prompt, we noticed minimal performance
differences among multiple prompts. Single-prompt performed
much worse than the others. Training with multiple prompts
can improve model performance compared to using only one
prompt during training.

Additionally, we divided the test set into two groups based
on whether the predictions were correct or incorrect, named
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“correct prediction" and “incorrect prediction" groups, re-
spectively, and analyzed the distribution of confidence scores
within these two groups. We found that in the incorrect
prediction group, the proportion of confidence scores within
the range of 0.6 to 0.8 is significantly higher than in the correct
prediction group (11% vs 2%, 10% vs 3%, respectively),
as shown in Fig. 8. The confidence score can reflect the
reliability of the prediction results to a certain extent. When the
confidence score is low, the prediction results are less credible.

Answer for RQ4: Majority voting enhances the de-
tection performance and stability. Additionally, using
multiple prompts allows the model to perform better and
be more reliable than when using a single prompt.

G. RQ5 - Impact of Additional Information

We explored whether introducing additional call graph in-
formation into the model could enhance its performance. We
added function call relationships to the prompts as contextual
information.

a) RQ5.1: Through comparative experiments as shown
in Table IV, we found that this calling contextual information
did not improve the model’s overall performance. In the second
row, Call, we used the prompts with the calling information
and then employed majority voting to decide the prediction
result. For the third row, Call-OutCall, we used prompts both
with and without calling information and also used majority
voting. Compared with iAudit’s Detector, they exhibited lower
precision, accuracy, and f1, with almost the same recall.

b) RQ5.2: Fig. 9 demonstrates the selected reason distri-
bution from Ranker-Critic. We can see that the majority (65%)
of the selected reasons are from the prompts with calling
information, while there is still a high ratio (35%) of selected
reasons from the prompts without calling information.

Although function call relationships provide more informa-
tion, this information does not always help the model better
complete the current task. In some cases, this information may
cause interference, making it difficult for the model to identify
critical information, thereby resulting in more false posi-
tives and affecting performance. Furthermore, not all function
call relationships are practically valuable. If these additional

TABLE IV: Impact with or without Additional Information.

F1 Recall Precision Accuracy
Call 0.9011 0.8962 0.9061 0.8984
Call-OutCall 0.9083 0.8934 0.9237 0.9069
iAudit 0.9121 0.8934 0.9316 0.9111
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Fig. 9: Final Reason Distribution of Ranker-Critic.

pieces of information are not closely related to the problem
the model is trying to solve, they may not help enhance
the model’s performance. Our research indicates that merely
adding function call information does not directly facilitate
the model’s effectiveness in detecting vulnerabilities. In the
field of vulnerability detection, exploring how to construct
effective contextual information remains a challenging and
worthy research question.

Answer for RQ5: Additional call graph information
may enable the model to make better judgments in
some cases. However, we also observed situations where
this additional information could potentially confuse the
model, thereby reducing its performance.

V. RELATED WORK

Vulnerability detection has been a critical issue for the
healthy and sustainable development of the software ecosys-
tem, especially in blockchain and smart contracts. Traditional
vulnerability detection methods, such as those based on prede-
fined static analysis rules [3], often lack robust generalization
capabilities and are difficult to adapt to new types of vulner-
abilities. Moreover, some logic-related vulnerabilities [2] are
also challenging to encapsulate into static analysis rules. To
address this issue, researchers have employed deep learning-
based approaches. For example, Zhuang et al. [61] used graph
neural networks to detect vulnerabilities in smart contracts. Liu
et al. [62] combined interpretable graph features with expert
patterns to achieve better results and interpretable weights. Wu
et al. [63] utilized a pre-training technique and critical data
flow graphs for the detection of smart contract vulnerabilities.

With the advent of large language models, researchers
are not only utilizing traditional deep learning models but
also LLMs for vulnerability detection. For example, Ullah
et al. [64] evaluated LLMs on vulnerability detection tasks
and found that they may not perform well. Fu et al. [65]



further analyzed the gap for LLMs in detecting vulnerabilities.
Thapa et al. [66] leveraged LLMs for software vulnerability
detection, and David et al. [12] used LLMs for smart contract
vulnerability tasks. Alqarni et al. [67] fine-tuned the BERT
model [68] for source code vulnerability detection. Sun et
al. [15] proposed an unified evaluation framework, LLM4Vuln,
to enhance the ability of LLMs to detect vulnerabilities. Some
research also fused large language models with traditional pro-
gram analysis methods. Sun et al. [13] proposed GPTScan for
smart contracts, leveraging static program analysis to reduce
the false positives of LLMs. Li et al. [69] proposed LLift for
integrating LLMs with static analysis tools. SmartInv [70] and
PropertyGPT [71] further integrated large language models
with formal verification methods, aiming not only to detect
vulnerabilities but also to prove that a piece of code is secure.

However, all these studies have not tuned domain-specific
knowledge into the models themselves, focusing only on the
knowledge from the pre-training dataset or the vulnerable code
segment itself, which could not effectively detect logic bugs.

VI. THREATS TO VALIDITY

In the data collection process, there is a risk of data
bias, which might prevent models trained and tested on these
data from generalizing accurately. Moreover, the precision of
data labelling significantly impacts model performance. To
mitigate these issues, we collected verified data from real
and public audit reports and utilized the latest tools, such as
GPTScan [13] and LLM4Vuln [15], to assist in cleaning and
annotating the data. It is important to note that external links in
the data could induce LLM to produce incorrect information;
therefore, we performed data cleaning to remove these links.
Considering LLMs’ sensitivity to input data, we standardized
the code data, including removing unnecessary spaces without
changing code semantics, to enhance the model robustness
and reliability. To maximize the performance of the zero-shot
learning of GPT-3.5 and GPT-4, we adopted and optimized
the prompts from our partner, MetaTrust Labs. These prompts
have been integrated into their working pipeline. For open-
source models, we collaborated with an auditing expert to
adapt their prompts for these models.

Overfitting is a common issue during model training, which
we addressed by implementing an early stopping strategy. The
choice of different models might affect the ranker-critic archi-
tecture’s effectiveness. We tested multiple cutting-edge open-
source models, including MoE [52], CodeLlama-70b [49],
Llama2-70b [33], and the recently introduced Gemma [72],
and compared their performance on inference benchmark tests.
Based on factors like the strictness of the model output format
and operational speed, we chose MoE [52]. Our research also
showed that the consistency between the selected reasons from
the MoE and the real reasons reached about 38%. To control
costs, we limited the maximum iterations in the ranker-critic
loop to five and adopted four-decimal precision handling.

VII. LIMITATION

Although our method performed excellently in trials, its pri-
mary advantage lies in detecting logic vulnerabilities in smart
contracts, which account for more than 80% of exploitable
vulnerabilities according to a recent study [2]. As such, while
iAudit’s training data does include instances of Reentrancy,
Overflow, and Underflow vulnerabilities, handling them is not
the major usage scenario of iAudit. Indeed, these traditional
contract vulnerabilities are theoretically more suitable for
detection by program analysis methods. That said, both AI-
based and PL-based methods have their unique comfort zones,
and since iAudit is fully AI-based, this paper compared it with
other AI-based methods only. Additionally, despite our efforts
to mitigate the phenomenon of hallucinations in large language
models (LLMs) through voting and agents, hallucinations
may still occur. Finally, since our tools rely on LLMs, there
are certain hardware requirements. While the models can be
compressed to run on less powerful GPUs, this compression
may result in reduced model performance.

VIII. CONCLUSION

In this paper, we proposed iAudit, the first smart contract
auditing framework that combines fine-tuning and LLM-based
agents to detect vulnerabilities and explain the results. We
adopted a multiple-prompt-based strategy and applied LoRA-
based fine-tuning to train the Detector and Reasoner. The for-
mer generates results based on a majority voting mechanism,
while the latter provides multiple alternative explanations
based on different inference paths. Furthermore, we introduced
two LLM agents, Ranker and Critic, to collaborate in selecting
the most appropriate explanation. Our approach demonstrated
superior performance in zero-shot scenarios compared to zero-
shot LLM learning and traditional full-model fine-tuning meth-
ods. We studied the performance improvement brought by the
majority voting strategy and compared different LoRA training
methods, providing the rationality of our choice. We also
explored how additional calling context affects our model’s
performance. For future work, we will focus on enhancing the
model’s stability and its alignment with human preferences.
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